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OVERVIEW

Multiple neural networks are combined via the 
common middleware ROS2 to perform all the nec-
essary detections. Using ROS2 in this context al-
lows for effortless interchangeability and varying 
the distribution of computation tasks. Every sub-
system (e.g., for object- or gesture-detection) can 
be calculated in parallel on the heterogeneous 
hardware developed within this project. At the 
start of the project, the neuronal networks were 
calculated on two NVIDIA Jetson AGX Xavier mi-
croservers, interconnected on a t.RECS. This setup 
was moved to an NVIDIA Jetson AGX Orin in later 
stages, as it offers the same computational power 
while consuming less energy.
Additionally, the Orin was combined with a Hai-
lo-8 AI accelerator to optimize energy efficiency 
further. In this setup, the Hailo-8 is responsible 

for object detection using YOLOv7. At the same 
time, the Orin calculates the remaining neural 
networks, e.g., YOLOv7 for gesture recognition, a 
feature extractor, and a Siamese network for face 
recognition. The current setup achieves a perfor-
mance of 30 FPS with a power consumption of 
about 38 Watts, a significant improvement over 
the starting performance of 16 FPS and 150 Watt. 
The next target for this system is the u.RECS, which 
is combining an Orin NX and other accelerators.  
Therefore, the compute-intensive parts are opti-
mized using the EmbeDL toolchain. The YOLOv7 
models for object and gesture recognition are 
pruned, reducing the size needed GFLOPs in half. 
With this, a further reduction to 28 Watt is expect-
ed and partially verified.

The smart mirror was developed as an 
intuitive interface to assist the inter-
action in smart home environments 
with a strong focus on local process-
ing for data privacy. 
It shows a mirror image of the user 
and displays personalized informa-
tion and the status of the smart home. 
Based on the virtual mirror image 
generated from depth imaging cam-
eras, the user’s face, basic objects, 
and simple hand gestures are recog-
nized and used to control the mirror. 
Furthermore, a voice recognition sys-
tem supported by natural language 
processing (NLP) allows for voice-as-

sisted interaction. All computations 
are performed locally on the device 
using open-source software, ensuring 
maximum privacy as no data is trans-
ferred to the cloud or any third-party 
service providers. 
A significant challenge in this project 
is combining multiple machine-learn-
ing techniques. The methodology 
developed within the VEDLIoT proj-
ect helps to keep up with high-per-
formance while, at the same time, 
maintaining a low energy consump-
tion. The newest security techniques 
ensure meeting the high privacy re-
quirements. 

AN INTUITIVE INTERACTION INTERFACE

ACCELERATED MACHINE LEARNING
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