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The goal of the Open Call in VEDLIoT was to involve additional use cases in the project
utilizing the developed technologies, i.e., the VEDLIOT toolchain and the cognitive loT
hardware platform. After the evaluation phase from the 8% of May 2022 until the 10" of
June 2022, 10 Open Call projects out of 30 submitted were selected to be funded within
VEDLIoOT. For selected projects, the topics range from smart agriculture, over pollen analysis,
biosensors, and wearables until laser welding.

This report documents the Open Call (OC) execution, including the final technical report for
the different open call projects. The final technical reports detail the use case architectures,
developments, and benchmarking results. The active phase of the VEDLIoT Open Call
projects started on the 1t of July 2022 (M21) and ran until the 30t of June 2023 (M33). The
activity has been part of Task 7.8.

The key facts of the VEDLIoT open call are summarized below.
Call identifier: VEDLIOT - Open

Call title: Next-generation AloT applications — VEDLIoT-Open
Publication date: 01/03/2022

Proposal Deadline: 08/05/2022 at 23:59h CEST

Number of Submitted/Selected projects: 30/10

Used budget for the call: 838.845,94 €

Reimbursement rate: 70 %

Total costs of all open call projects: 1.198.351,34 €
Indicative Duration of participation: 12 months

OC project site: https://vedliot.eu/use-cases/open-call/

The different open call projects have used VEDLIoT technology and provided direct
feedback to the VEDLIoT developers, helping mature the developed technologies.
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This report documents the Open Call (OC) execution (from M21 to M33)). It includes the
technical reports of the 10 selected Open Call projects. As illustrated in Figure 1, from a
global project perspective, the Open Call within VEDLIoT is located in WP7, as it brought
additional use cases to the project.
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Figure 1: VEDLIoT project overview — this report is part of the activities in Task 7.8 within WP7

In the following, Chapter 2, after introducing the selected open call projects, gives an
overview of the different key results for the individual open call projects, summarizing their
final reports and their main results. Chapter 3 focuses on the interaction of the open call
projects with the main VEDLIoT project, discussing which main assets have been used by the
open call. In the Annex of this deliverable, the full final technical report of each project is
available.

The whole Open Call process was organized according to the cascading funding mechanisms,
at which the Open Call preparation and publication from M16 to M18, including all relevant
documents, is described in detail in D7.6 Preparation documents for Open Call[1].

VEDLIoT has cooperated with the Coordination and Support Action (CSA) Next Generation
Internet of Things —(NGIoT) [2] already since the overall project started, e.g., by joining the
“Open Calls Group”. This cooperation included regular monthly meetings and reporting the
status and outcome of the OC to the CSA. In a similar fashion, VEDLIOT is also active in the
CSA EUCloudEdgeloT [3].

In total, 30 OC projects have been submitted with topics from smart agriculture and cities,
over pollen analysis, biosensors, neuromorphic processors until laser welding. This
includes 42 applying entities (single, double and 3 partner consortia) from 15 countries.
The complete list of the 30 submitted proposals can be found in Annex I.

Out of the applications, 10 projects (13 entities) from 5 countries were selected. The OC
selection process was described in detail in D 7.7 Evaluation and Selection Report for Open
Call[4]. Table 1 shows an overview of the selected projects, their respective IoT application
domains, and the associated VEDLIoT Mentor. Each project had at least monthly meetings
with the respective VEDLIoT mentor and the VEDLIoT coordinator to discuss the project's
progress, current challenges, and documentation. The VEDLIoT mentor and coordinator
have also been reviewing project deliverables and providing support with technical,
organizational, and administrative advice.
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Table 1 Selected VEDLIoT OC projects
Title of N loT Application | VEDLIoT
Acronym project Desciption Type Country domain Mentor
Honey.Al 2.0 — The Evolved
and optimized Al-related AloT Pollen . .
Honey.Al loT solution For the honey analysis Company Spain Agriculture ANT
industry.
MushR: A Smart,
Automated and Scalable ﬁl;tr(\)/c:,atitr?d
MushR Indoor 9 Research | Germany Agriculture CHR
. System for
Harvesting System for
Mushrooms
Gourmet Mushrooms
Control of electric power E.dge-based
Power systems via edge TR
. learning for Research | Germany Industrial uosS
Edge RL computing-based ower
reinforcement learning P .
electronics
Cespleaingfe M | s oo
DUNE RCO . 109y localization Research Spain Industrial RISE
industrial indoor asset and trackin
localization and tracking 9
sr:\;‘u%:pl;:)a:ii;:ﬁ“:r-ld D bl e Company +
BEAM_IDL p. .g . 9 welding pany Spain Industrial UGOT
IDentification boosted by .o Research
. . for Aluminium
deep-Learning algorithms
Artificial Intelligence - Al Fradn:iev\?;]ork ar Research +
Al_RIDE driven RIding Distributed 9 Italy Automotive VEONEER
Eve courses on Company
y motorbikes
Sy o | weanes
FLEDGED P 9 architecture for | Company | lIreland Medical EMBEDL
Models Geared for Edge
. heathcare
Devices
Accelerated
Accelerated Biomarker Biomarker .
AccBD e m— Candidate Research | Germany Medical UNIBI
Discovery
Edge computing to
support the iwelli Edge-based
Edgediwelli | ecosystem of services for healthcare Company | Greece Smart home UNINE
smart home care and for smart home
independent living
Federated Learning Federated
FLAIR [t ey Learning Research | Spain General CHALMERS
Efficient Deep Learning in | Extension for
loT VEDLIoT
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The final technical deliverable is a collection of all technical deliverables produced during
the runtime of the open call project, together with some overarching aspects related to
integration, exploitation, and sustainability aspects. While the complete final technical
deliverable for each project is available in Annex I, a brief overview of the ten projects is
provided in the following.

The Evolved and optimized Al-related IoT solution for the honey industry.

Pollen analysis in the honey industry determines the floral source and verifies the
authenticity of this precious food. Traditional methods involve a labor-intensive manual
examination of honey on a glass slide under a microscope for 1-2 hours. A skilled laboratory
technician identifies and counts each pollen grain species. This method is not only costly and
time-consuming but also prone to human error, and results aren't immediate. Nevertheless,
such evaluations are vital for the honey industry because they contribute to quality checks,
detect fraud, and adhere to labeling regulations.

Honey.Al is an equipment designed to provide an on-the-spot, time-efficient 10T solution for
industry stakeholders to gauge their honey's quality using robotics, computer vision, and
deep learning. This digital microscope aims to simplify the process for those without
specialized training, potentially completing multiple honey analyses in under an hour, right
at the location. Sonicat's objective is to introduce Al and digital tools within the honey
industry, which has been relatively slow in adopting advanced technological innovations.

Honey.Al features hardware that directs three precision motors and a digital camera. This
pairs with a C++ application responsible for capturing and uploading thousands of images to
cloud AWS GPUs. These images then undergo processing via TensorFlow-trained neural
networks. However, initial particle identification and sorting, covering categories like pollen,
yeasts, honeydew, starch, bubbles, and contaminants, take place within the microscope
itself, ensuring only relevant images are sent to AWS.

The previous desktop application has transitioned from a user's external computer Windows
version. Honey.Al has adeptly evaluated various edge devices and gauged their
performance. Throughout this venture, Sonicat enhanced Honey.Al with additional features,
expanded the datasets for identifying pollen and other particles, relocated an upgraded
particle detection and classification system to the edge, enhanced prediction speed and
accuracy, overhauled the APP, API, and AWS GPUs processing architecture, developed a
fresh prototype for project testing with Jetson Nano and Xavier, and revised their business
and monetization strategy.

For this initiative, the team employed tools from VEDLIoT technologies, specifically the test
beds tailored to emulate edge device capabilities, refining models, and benchmarking with
Kenning and EmbeDL. Both tools, designed specifically for Al-driven applications in IoT
devices, have proven invaluable. Especially Kenning, an open-source tool, was a new
discovery for the Sonicat team.

A Smart, Automated and Scalable Indoor Harvesting System for Gourmet Mushrooms

The gourmet mushroom industry is witnessing a shift towards digitization, positioning it as
a game-changer for mushroom farming efficiency, productivity, and quality. This project set
out to harness the power of digital technologies and smart automation, seeking to refine
every phase of the cultivation process. Using controlled environment chambers furnished
withintelligent sensors, fFactors like temperature and humidity were meticulously regulated,
creating the optimal mushroom growth conditions. An integrated imaging system, paired
with a Mask R-CNN model, facilitated continuous observation and precise determination of
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mushroom ripeness. Introducing a semi-automated harvesting mechanism further refined
the cultivation workflow, ensuring meticulous extraction of ripe mushrooms.

With the aid of the VEDLIoT near-edge computing features, the image recognition
mechanism oversees the mushroom growth trajectory, directing the robotic arm throughout
the harvest phase. The system's modularity and expandability are apt For commercial
operations, with VEDLIoT edge gadgets positioned in cultivation spaces, adjustable to the
mushroom farming configurations of the establishment. Consequently, MushR significantly
curtails the dependence on manual workforce in gourmet mushroom cultivation and
harvesting, setting the stage for expansive automation, and elevating both mushroom yield
and quality.

The outcomes of the project underscore the transformative capability of digital and
automated solutions in reshaping the mushroom sector, leading to amplified yields,
diminished labor reliance, superior product grade, and enriched analytical abilities. As global
concerns about food sufficiency and ecological sustainability intensify, the adoption of
digital tools in farming becomes ever more crucial. The MushR initiative stands as a beacon,
illustrating the immense promise of digital transformation in refining mushroom farming
methods and hinting at the future horizons of digital farming.

Control of electric power systems via edge computing-based reinforcement learning
Harnessing data for the intelligent control of power conversion systems, such as electric
drives, presents an avenue for automating and accelerating the developmental trajectories
of the future. Forefront methodologies in this domain are increasingly reliant on
reinforcement learning (RL). This approach mandates the concurrent fulfillment of two
distinct needs: firstly, the real-time execution of control decision-making (inference), and
secondly, the ongoing refinement of this decision-making mechanism by interpreting
continuous data streams acquired from interactions with the control plant. While the former
demands real-time action, the latter can be efficiently delegated to edge computing
hardware, thus enhancing the speed of the learning trajectory.

In the course of the VEDLIoT OC initiative, a cutting-edge computing toolchain was
conceived and actualized, specifically tailored for the distributed inference and learning
processes intrinsic to an RL-oriented drive control system. This innovative system
underwent rigorous testing on real-world platforms, and its accomplishments are now being
chronicled in scholarly publications. Adding another feather to its cap, the said toolchain was
expanded to encompass a range of edge computing accelerators, spotlighting GPUs and
FPGAs. These additions underwent empirical testing and were subsequently juxtaposed
against traditional CPU-centric frameworks.

Conclusively, the Power Edge RL project has not only illustrated the viability of incorporating
a data-centric control procedure within an IoT framework but has also accentuated the
myriad advantages it brings to the table.

Deep learning for multi-technology fusion in industrial indoor asset localization and
tracking

DUNE stands at the forefront of innovative asset tracking by integrating distributed
computing across far-edge, edge, and cloud domains. This approach systematically
deconstructs estimation processes to meet the stringent demands of real-time asset
tracking applications.
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Central to DUNE's advancements is its Real-Time Localization System (RTLS). It shines in
pinpointing the direction of emitted Bluetooth Low Energy (BLE) signals through a
sophisticated Deep Learning (DL) model, outclassing traditional signal processing
techniques. A significant edge comes from the adept deployment of this DL model on the
VEDLIoT hardware at the far-edge level. This approach sidesteps the intricate calculations
of older methods and introduces remarkable scalability.

By consolidating estimates from these far-edge nodes, DUNE promises remarkable
precision, achieving near-perfect position estimations at the combined edge-cloud
interface. DUNE's horizon isn't limited to current capabilities. It's poised to embrace other
wireless technologies like WiFi, RFID, and UWB. By harnessing DL, DUNE aims to design
tailored positioning solutions that can be adjusted based on the chosen technology, setting
the stage for a more versatile tracking framework.

The practical application of DUNE RTLS is evident in its real-world deployments. While pre-
production environments cater to rigorous algorithm development and testing, resulting in
the public release of DL models and associated datasets, the production setting offers a
tangible demonstration of its prowess. Notably, DUNE is actively operational at the
Universitat Oberta de Catalunya (UOC)'s interdisciplinary R&l hub, effectively monitoring a
sprawling area and consistently tracking the movement and localization of a considerable
daily populace.

In summary, DUNE RCO showcases the transformative potential of blending deep learning
with multi-technology fusion, setting a new benchmark in industrial indoor asset localization
and tracking.

Multiple laser BEAM-shaping monitoring and IDentification boosted by deep-Learning
algorithms

The Electric Vehicle (EV) manufacturing industry, particularly in areas like battery closures
and chassis attachments, has seen a surge in the use of Aluminium (Al). To overcome intrinsic
welding challenges associated with Al, dynamic laser beam methodologies are being
adopted to enhance laser-material interactions. However, these innovative welding
techniques necessitate cutting-edge in-process monitoring strategies that can efficiently
recognize patterns and process events.

Stepping up to the challenge, BEAM_IDL introduces the integration of refined Deep
Learning (DL) algorithms tailored for visible and infrared (IR) laser welding image
recognition. This forward-thinking approach aims to merge feature extraction with process
parameters, laying the groundwork for advanced process optimization in the future.

The technical report elaborates on the experimental tests and the implementation done
during the project's duration, offering insights into the developed algorithms and their
effectiveness in real-world welding situations. The foundational datasets, initially generated
in a demonstrator setup, enriched the project by guiding the development and refinement
of the DL algorithms, enhancing their overall performance.

Transitioning from theory to practice, the system architecture was realized into a tangible
machine integration. Employing a robot cell at LORTEK and industrial optics curated by
EXOM Engineering, the proposed technological solutions underwent rigorous testing on a
demonstrative part, ensuring their practical applicability.

In a broader context, BEAM_IDL's offerings promise to enrich the welding portfolio, adding
value to products from EXOM and services by LORTEK. As the industry faces stiff
competition from cost-effective manufacturing solutions outside the European Union,
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integrating specialized Al-driven monitoring and control becomes pivotal to maintaining a
competitive edge. In essence, BEAM_IDL underscores the transformative potential of
marrying DL with laser welding, aiming to set new industry standards.

Artificial Intelligence - driven RIding Distributed Eye

AI-RIDE brings forth a novel proposition: leveraging a high-speed, embedded Artificial
Intelligence framework to revolutionize motorcycle rider training, with a focus on Practical
Driving Courses (PDC) and Driving Licence Exam (DLE) verification tools. This initiative aims
to significantly outpace the existing instruments and methodologies currently prevalent in
the PDC and DLE landscape, marking a paradigm shift in driving education techniques.

The success of AI-RIDE is intrinsically linked with the VEDLIoT hardware platform and
middleware. This technology, with its disaggregated IloT, sensor-based network
architecture, and distributed algorithm approach, empowers the AI-RIDE platform to offer
a suite of groundbreaking features catered to various stakeholders in the driving education
ecosystem, including learners, instructors, and examiners. VEDLIoT is recognized as the
optimal choice for this venture, ensuring the necessary online computational power and
fulfilling the stringent low-latency requirements crucial for real-time assistance.

Central to AI-RIDE's functionality is its advanced video and image processing capability. This
allows seamless data fusion from multiple input sources, such as cameras and wearable
devices, paving the way for enhanced visual target augmentation during driving test
sessions. In essence, AI-RIDE underscores the potential of integrating Al into the realm of
motorcycle training, presenting a vision of a smarter, more efficient learning experience.

Feasibility of Low-energy Embedded Deep-Learning-Models Geared for Edge Devices
Managing chronic diseases often necessitates continuous health monitoring. Around one-
fourth of Europeans are affected by such conditions, which invariably influence their daily
activities. Among these, cardiovascular diseases, neurological disorders, and mental health
challenges are prevalent, with epilepsy being a notable concern for many, often with limited
treatment options.

Given this backdrop, there's a clear demand for dependable monitoring tools for individuals
with chronic conditions like epilepsy. The majority of existing health monitoring tools tend
torely on centralized cloud infrastructures, which might not always be ideal, especially when
real-time alerts For significant events, such as seizures or cardiac incidents, are essential.
Traditional deep learning methods, while effective, can be resource-intensive in terms of
computation and energy, a challenge in local, on-device settings. It's also anticipated that
these computational demands will grow.

The FLEDGED initiative, led by the iBreve team, introduced a wearable technology focused
on monitoring respiratory metrics and activity patterns. Paired with an app, it provides users
with access to their health data and potential intervention strategies.

Beyond this, FLEDGED's goal was to investigate the potential of incorporating AloT into
healthcare, leveraging the capabilities of the VEDLIoT frameworks. The primary objective
was to determine the possibilities for the next generation of wearables designed for
ongoing health monitoring. Emphasis was placed on enhancing the efficiency of deep
learning, reducing energy consumption, and strengthening security measures.

With the assistance of VEDLIoT, FLEDGED was able to explore and evaluate tools for a more
adaptable and scalable platform suited for wearables in chronic health monitoring,
underlining the feasibility of using edge-focused Al in the healthcare domain.
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2.8 AccBD

Accelerated Biomarker Candidate Discovery

Modern medical research often involves analyzing data sets with a vast number of features
but limited sample sizes. This presents unique challenges like the curse of dimensionality,
and anomalies like skewed data distributions and outliers. Such challenges necessitate
specialized algorithms that are typically computationally intensive.

The AccBD project focused on enhancing a feature selection workflow. It implemented an
ensemble of embedded feature selection techniques optimized for the VEDLIoT hardware
platform. The results were notable: an acceleration factor of 13.9X and an energy saving of
72%. However, integrating GPU for model training encountered a memory leak issue, which
needs further resolution to fully leverage GPU acceleration.

A significant advancement in AccBD was the optimized implementation of the Yeo-Johnson
transformation, essential Ffor data preprocessing. The C-library version of this
transformation boasted an 88.27% reduction in runtime compared to the Python scikit-learn
library, along with an energy reduction of 89.5%. When this transformation was adapted to
FPGA, a single module showcased a runtime decrease of 37.7% and an energy drop of 91.9%
compared to the C-library version. Using multiple modules (five, in this instance) led to a
runtime reduction of 81.4% and an energy saving of 95.7% against the C-library rendition.

In conclusion, AccBD demonstrated that, by harnessing optimized parallelization and
leveraging alternative hardware, significant time and energy efficiencies can be achieved in
the realm of medical research.

2.9 Edgediwelli

Edge computing to support the iwelli ecosystem of services for smart home care and
independent living

The increasing need for at-home healthcare is evident, and iwelli's 10T care package
addresses this demand by providing a holistic suite of tools and applications to support
home healthcare services. However, relying solely on cloud services for remote health
monitoring brings Forward issues of security, latency, and environmental sustainability.
Enter the Edge4diwelli project, which seamlessly incorporates edge computing into the iwelli
ecosystem to surmount these challenges.

Edgediwelli's prime objective is to shift Al processing and data analysis closer to the source,
thereby diminishing the need for extensive cloud services. By integrating advanced Al
modules with edge computinginto the iwelli loT package, it crafts a secure and efficient care
platform. This innovation allows for practical demonstrations of edge computing,
optimization techniques, and machine learning tailored for home-based healthcare
applications.

A notable innovation within the project is the Edgediwelli smart health mirror. This tool,
combined with the enhanced IoT care platform, forms the cornerstone of the project's aim:
making home healthcare more accessible, efficient, and user-friendly. With tools like the
smart health mirror, individuals can proactively manage their health, benefiting from the
convenience and security of their home setting. In essence, Edgediwelli is paving the way for
arevolution in reducing healthcare expenses by promoting effective and efficient care right
at home.

2.10 FLAIR

Federated Learning Extension for Very Efficient Deep Learning in IoT
In today's digital age, with an estimated 7 billion 1oT devices and 3 billion smartphones in
circulation, data-driven Machine Learning (ML) solutions are more relevant than ever.
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Historically, these solutions have operated by funneling data to a centralized server where
ML models are trained and tested. But a pressing concern arises: many loT devices handle
sensitive personal data, sparking public outcry over privacy issues.

Such concerns have prompted the introduction of stringent privacy and data-sharing
regulations, like the European Commission’s GDPR and the US Consumer Privacy Bill of
Rights. Moreover, the vast range of computational and communication capabilities among
loT devices, especially those with constrained resources, presents further challenges for
holistic Al solutions.

Enter the FLAIR project, championing the concept of Federated Learning (FL). This approach
allows multiple end nodes, such as 10T devices, to collaboratively train an ML model without
compromising their data privacy. With FL, the training data remains localized to the device,
eliminating the need to centralize data storage on cloud platforms.

In numerous Al applications, such as voice-activated assistants, model training typically takes
place on a centralized server, after which the trained models are sent out to end-user
devices. However, FLAIR revolutionizes this by facilitating local training on individual client
devices. Each device produces its own model, which then gets aggregated on a central server
to create a global model. This ensures the continuous updating of the global model while
honoring each device's local data privacy.

FLAIR, in essence, offers a forward-thinking approach to ML in loT, prioritizing both
efficiency and privacy.
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The subsequent sections delve into the diverse applications of VEDLIoT technology across
various open call projects. While these projects utilized the multifaceted offerings of
VEDLIoT to enhance their operational efficiencies, they also served as crucial testing
grounds for the technology itself. As these projects integrated VEDLIoT tools in real-world
scenarios, they unearthed challenges and opportunities that provided pivotal feedback to
the VEDLIoT developers. This feedback loop not only refined the VEDLIoT offerings but also
facilitated its evolution, ensuring that it remains at the cutting edge of IoT advancements.
By using various pieces from the project, the open call projects provided direct feedback to
the VEDLIoT developers, helping mature the developed technologies.

e Honey.Al: Initially, the integration of the u.RECS platform within a robot was
contemplated to enhance parallel processing and reduce lead time. The idea was to
merge a Jetson device with either an FPGA or a TPU accelerator. However, after a
thorough assessment of the costs and technical feasibility, the solution was found to
be cost-prohibitive. The primary requirement of Honey.Al is to process pictures with
utmost clarity For accurate recognition. To meet this need, a solution based on a
single Jetson device for classification was formulated using the u.RECS platform for
prototyping the solution.

e PowerEdge RL: Modifications were made to the previously developed edge learning
toolchain to make it compatible with the t.RECS equivalent Nvidia Jetson AGX Orin
hardware. Preliminary assessments highlighted that the in-built SoC GPU was
inadequate for RL or gradient descent acceleration. Consequently, a combination of
the t.RECS platform and a Versal FPGA platform was employed.

e MushR: VEDLIoOT's u.RECS evaluation board facilitated early-stage prototyping,
enabling camera setup testing. The flexibility of MushR promotes industrial
application, with VEDLIoT edge devices strategically positioned at mushroom
cultivation Facilities, ensuring scalability. Additionally, Christmann's cloud-hosted
GPU training environment was utilized for machine learning model training, ushering
in advancements in mushroom cultivation and harvesting.

e DUNE RCO: VEDLIoT's distributed computing capacities across various levels (far-
edge, edge, and cloud) support the real-time application requirements of DUNE.
Deep Learning (DL) plays a pivotal role in various DUNE positioning phases.

o Inthe far-edge, u.RECS processes DL-based estimations of BLE signal angles
and WIiFi and BLE signal ranges, ensuring Flexibility, scalability, and
computational prowess for varied lIoT contexts.

o At the edge, DL integrates position estimates from varied technologies.
VEDLIoT hardware ensures efficient processing in large deployments. Here,
the t.RECS becomes the focal hardware, processing wireless signals and
combining estimates from varied technologies.

e AI_RIDE: VEDLIoT's hardware platform aids in the development of systems and
testbeds, inclusive of the final demonstration. The platform manages data inflow
from various sensors and processes it for both training and real-time applications.
Real-time Functionality necessitates the VEDLIoT platform's presence at the AUG
Track premises. The essential hardware components comprise:

o A U.RECS for real-time feedback in the eye tracking use case, possibly placed
within a motorbike.

o AL.RECS for the path tracking use case, capable of handling multiple HD video
streams.

e AccBD: AccBD's foundation lies in the RECS|Box, a modular microserver system that
facilitates the amalgamation of various compute modules. The established cluster on
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the VEDLIOT testbed spans three nodes, all operating on x86_64 architecture,
complemented by a ZYNQ-7045 FPGA, completing the hardware test setup.

Power-Edge-RL: Power-Edge-RL employed VEDLIoT's STANN (Synthesis Templates
for Artificial Neural Networks) software to craft an FPGA-based accelerator tailored
for the DQN training regimen. This adaptation substantially augmented the speed of
individual DQN training steps. The efficacy of this FPGA setup was cross-checked and
authenticated via a Python-simulated motor control environment.

FLEDGED: To gauge the practicality of leveraging hardware for speeding up deep
learning implementations at the network's edge, an exhaustive review of suitable
hardware fitting our stipulated performance and size metrics was undertaken. The
project zeroed in on Silicon Witchery's ‘S1 Bluetooth-FPGA System On Module’
(anchored by Nordic’s nrf52811) and the robust nRF52840 System on Chip by Nordic
Semiconductor. The most notable find was Silicon Witchery's ‘S1 Bluetooth-FPGA
System On Module’. This module blends the capabilities of Nordic's nRF52811 SoC
with the energy-efficient FPGA - Lattice iCE40 Ultra Plus.

Honey.Al: Honey.Al utilized Kenning's components: Dataset, ModelWrapper,
ModelCompiler, and ModelRuntime to identify the most suitable EfficientNet
model. This deep dive into the various modules facilitated an informed decision-
making process, taking into account different trade-offs before finalizing the
model.

BEAM_IDL: BEAM_IDL recognized the potential fit of the Kenning Framework for
their needs, contemplating its deployment for automating a deep-learning workflow.
Additionally, they have expressed an interest in potentially integrating the EmbeDL
optimization toolkit into their project.

FLEDGED: Using the Renode Simulation Tool, FLEDGED simulated the Nordic
Semiconductor nRF52840 System on Chip, allowing them to assess the wearable
device with production binaries. The BLE-capable Renode radio model and the
Zephyr biosignal monitor sample facilitated BLE traffic analysis. Renode's
framework, endorsed by VEDLIoT, proved pivotal, especially for testing aspects like
alarm latency and BLE communication distance. Antmicro Ffurther introduced
dedicated support for the Nordic Semiconductor nRF52840 SoC in Renode.

BEAM_IDL: By employing the VEDLIoT Requirements Framework, the BEAM_IDL
project identified potential safety constraints early in the development phase. This
proactive approach allowed the team to navigate potential pitfalls, ensuring the
application was built with utmost safety standards in mind. Moreover, the framework
provided a systematic approach, offering insights that directly influenced the
structural and functional decisions of the system's architecture. The valuable
feedback loop established through the framework enabled the team to adjust their
strategies in real-time, ensuring alignment with the end-user's safety needs.

AI_RIDE: The VEDLIoT Requirements Framework played a pivotal role in the Al_RIDE
project. As the project navigated the complex landscape of integrating Al
technologies into Driving Licence Exam (DLE) sessions, the framework was
invaluable. It provided clarity on how Al technologies could be seamlessly and legally
integrated, ensuring that the technology complemented, rather than disrupted,
traditional examination processes. Through systematic analysis and assessment, the
framework allowed the team to address potential legislative bottlenecks and
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challenges proactively, paving the way for a more efficient and compliant system
architecture.

Edgediwelli: In the realm of personal health and smart home devices, the ethical
management of personal data is paramount. The Edge4iwelli project's smart mirror
concept presented unique challenges in this respect. Using the VEDLIoT
Requirements Framework, the project team was equipped with tools to critically
assess and design a system architecture that upheld the highest standards of data
privacy and ethics. The framework guided the team in identifying potential ethical
concerns, ensuring that users' personal data was treated with the utmost respect and
security. This proactive approach not only safeguarded user data but also
strengthened trust in the smart mirror technology.

Honey.Al: By leveraging the detailed insights garnered from the Kenning analysis,
Sonicat ascertained that the efficientnetB-1 model was best suited for their specific
operational requirements. After the model was appropriately trained, it underwent
further optimization. EmbeDL's Taylor pruning technique was utilized to enhance its
efficiency, ensuring that the model was both lean and effective for their image
processing tasks.

AI_RIDE: Utilizing the sophisticated capabilities of the VEDLIoT toolchain, Al.Ride
delves deep into the realm of distributed Al. The TensorFlow Frameworks, when
paired with aptly chosen compilers and Runtime APIs, seamlessly facilitate the
distribution of computational tasks across diverse hardware platforms, ensuring that
each piece of hardware is optimally leveraged. This integrated approach not only
harnesses the full potential of each component but also paves the way for a more
efficient and scalable Al processing environment.

MushR: In the domain of machine learning model development, EmbeDL was an
invaluable asset to the MushR project. Its advanced methodologies facilitated the
automated generation of raw image datasets, streamlining the initial stages of
model development. Moreover, EmbeDL's tools played a pivotal role in devising
efficient annotation workflows, ensuring that the machine learning model was
trained with accurate and relevant data. This synergy of tools and methodologies
elevated the overall quality and accuracy of MushR's Al-driven solutions.

Edgediwelli: Within the Edgediwelli project, ensuring user privacy was paramount,
especially given the sensitivity of data often processed in wellness and healthcare
scenarios. To achieve this, they incorporated VEDLIoT's TEEs. These environments
provide an isolated space within a device, ensuring that sensitive data is processed
securely, shielded from potential threats or unauthorized access. This robust
approach to data protection gives users confidence that their personal information
remains confidential and secure, upholding the promise of 'Privacy by Design'.
HoneyAl: For HoneyAl, the stakes were two-fold: the protection of proprietary
machine learning models and safeguarding user data. Models, once developed, can
become valuable intellectual property, and their protection against potential theft
or tampering is crucial. By using VEDLIoT's TEEs, HoneyAl ensured that their models
ranin asecure enclave, impervious to external intrusions. This not only protected the
models but also the data they processed. Given that HoneyAl deals with imagery
data, which can often be sensitive, the use of TEEs ensured that data confidentiality
and integrity were maintained throughout the processing pipeline. This dual-layer of
security fortifies both the product's business value and its commitment to user data
protection.
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3.7 VEDLIoT applications

e Edgediwelli: Building upon the foundation laid by VEDLIoT's Smart Mirror
application, Edgediwelli implemented the shared datasets and user interface (Ul) in
their own smart mirror project. This facilitated a more efficient development
process, ensuring that the new project capitalized on tried-and-tested components
and insights from the VEDLIoT application.

e AI_RIDE: AI_RIDE looked to VEDLIoT's experience in the Automotive application
realm, especially in terms of 5G architecture. By drawing from this prior knowledge,
Al_RIDE was able to seamlessly integrate 5G technologies into their project, taking
advantage of established best practices and insights to enhance their system's
reliability and performance.

16
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The Open Call in VEDLIoT aimed to incorporate more use cases into the project using its
developed technologies such as the VEDLIOT toolchain and the cognitive 10T hardware
platform. Out of 30 submissions between May 8% and June 10%", 2022, 10 were chosen to
receive funding within VEDLIoT. The ten selected VEDLIoT Open Call projects were executed
as planned (from M21 to M33). A set of documents was prepared to manage the OC
reporting process. All reports were reviewed by the respective VEDLIoT mentors. This report
gives and overview about the project execution, including the detailed technical reporting
documents attached in Annex I. The participating projects have utilized VEDLIoT's innovative
technologies and offered invaluable feedback to VEDLIoT's developers, which has been
instrumental in refining the technologies further.
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Within the following sections, there is a comprehensive collection of the final technical
reports from each individual project. These reports thoroughly detail the technical facets of
each endeavor. To facilitate navigation through this extensive compilation, use the Table of
Contents at the beginning of the document, along with embedded bookmarks.
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Pollen analysis in honey industry is used to determine the floral !
source and authenticity of this highly valued food. It’s a very manual
test which involves studying a honey sample in a glass slide with a
microscope for 1-2 hours, so all the existent pollen grains species
are identified and counted by a widely trained laboratory
technician. Manual counting is expensive, time-consuming, involves
human error, and the results are obtained deferred. However, these
analyses are essential and mandatory in the honey industry, since
are used for quality assessment, fraud detection, and labelling legal
directives.

Honey.Al is a novel equipment that allows on-site real-time cost-effective loT device to
honey industry stakeholders to assess their honey's quality with robotics, computer vision
and deep learning tools.

We are introducing an Al-powered automated digital microscope, that is very easy-to-use for a
non-trained user, to be used as a one-stop-shop for the honey industry. It is possible to carry out
many different analysis in honey in less than 1 hour, and on-site. Our mission is to democratize Al
and digital solution within honey industry, which has not introduce any disruptive technology to
date.

Main outcomes & Achievements

The HoneyAl works with a PCB that controls 3 high-precision motors and a digital camera, coupled
with an executable C++ application that is in charge of acquisition and uploading the thousands of
pictures obtained per pollen test (from 1,000, to even 20,000) to the cloud AWS GPUs, where they
are then processed with our TensorFlow trained neural networks.

However, preliminary particle detection and classification of
families/types (pollen, yeasts, honeydew, starch, bubbles and dirt) is
done on the edge, in the microscope itself, to avoid sending empty
images to AWS.

The old desktop App has been migrated from the Windows version
installed in the external computer of the user and we have been capable
to analyze different edge devices and the performance obtain with each
one of them.

During this project, we have: 1) incorporated two new functionalities to HoneyAl, 2) increased the
datasets for pollen recognition and other particles, 3) migrated to the edge an improved particle
detector and classifyier, 4) improved inference time and accuracy of predictions, 5) refactor the
architecture of APP, API, and AWS GPUs processing, 6) designed and build a new prototype to be
tested in the project with Jetson Nano and Xavier, and 6) updated the exploitation and
commercialization strategy.

To carry out this work, our team have used 3 different tools from VEDLIoT technologies,
specifically the test beds specifically designed to mimic edge devices performances, and improve
models and benchmarking and pipelines with Kenning and EmbeDL. Both solutions specifically
conceived for Al-powered applications in loT devices have been very useful for our development,
specifically Kenning which is open-source and our team did not know it.

Honey consists of
various sugars, organic acids, vitamins, minerals, enzymes, and particles (as pollen) derived from
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honey collection. Among other benefits for humankinds, like its greatly valued flavour, honey has
been consumed since ancient times due to the proven health benefits it offers, which make its
more valued than other sweeteners. Thus, it is not strange that honey is of such great importance
to human beings, reaching 1.86 million tonnes of production worldwide in 2022, and a global
market valued at €8,903 million, making this product of great economic importance nowadays.
In addition, honey industry is an activity of vital importance to the sustainability of Europe,
and plays an important role in agriculture, since apiculture and bees are responsible for more
than €30 billion a year in crops, being responsible for more than 30% of world’'s food by
providing pollination in about 1000 flowering species, therefore impacting on the whole food
supply chain.

Bees visit several different plants to collect nectar and pollen, and return to the hive, where the
honey is produced. Thus, honey does not always have the same taste, colour, nor composition:
according to its predominant Floral origin, honey is classified and labelled into general
multifloral, or specific monofloral Monofloral honeys are more demanded by consumers for its
appreciated health benefits and greater taste, thus presenting higher market price compared to
standard multifloral honey.

Although there are many different types of analysis to analyse very diverse
honey quality parameters (colour, pH, sugars content, moisture,
conductivity, enzyme content, etc.), the predominant botanical origin is
assessed with a , Which confirms honey provenance and
provide a quantitative measure of such Floral origin. Even monofloral
honey contains nectar and pollen from more than one floral sources, in fact
usually tenths. The analysis of the pollen content within the honey industry
(called Melissopalynology, and done with light microscopy) constitutes an
essential analytical test for all the stakeholders in the honey supply chain,
and is carried out for 3 different purposes: J f‘%‘

O Labelling » In most of the EU countries, there is a regulated minimum v
percentage of pollen grains of the specific floral source legally required for the
classification and labelling of monofloral honeys (Eucalyptus, Erica, Citrus, Lavandula,
Thymus, etc.), thus the pollen concentration must be assessed to meet honey marketing
constraints.

® Processing and trading » Honey packers and traders purchase and process different batches
(drums) of honey from different beekeepers to meet with market demand. Floral origin and
purity are used as a measure of product valorisation when beekeepers and honey packers
are negotiating the selling price of each honey batch: the higher the pollen concentration is,
the more valuable is considered the drum.
On the other hand, for retail, standardization is very important from the market consumer
point of view. Honey packers aim to keep their honey brands as uniform as possible in colour,
flavour, and composition, so the consumer gets the same type of honey every time. To this end,
honey producers and honey packers routinely blend two or more types of different honey
batches to keep this uniformity. During the mixing process, beekeepers and honey packers
must consider the resulting concentration of the HydroxyMetilFurfural compound (indicator of
honey overheating which is legally regulated), the glucose-fructose-water ratio (quality
indicator related with crystallization), and the Final pollen concentration of the mixture.
Considering the botanic source during decision-making process about honey mixtures help
packers to better estimate the final honey's quality and price.

© Fraud screening + Honey is one of the most adulterated food in EU. The EU coordinated
action “From the hives” confirmed the initial assumption that a significant part of honey
imported into the EU is suspicious of not complying with the provisions of the “Honey Directive”
(46% based on 320 samples). it is clearly demonstrated that a significant percentage of the
honey that all of us are consuming is often subject to 1) geographic or botanical mislabelling
(selling one honey kind as another type, more expensive) and 2) adulteration (mainly by
diluting honey with cheaper syrups, or sugar cane, that mimic honey’s own sugar composition).
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This is especially prevalent with monofloral honeys, as the most expensive ones. Apart from
other complex analytical procedures for honey quality/authentication assessment, a widely
employed method for the authentication of honeys is melissopalynology. Not only can we
tell what botanical specie the honey is from, melissopalynology can also be used to see
whether honey has been diluted with grain syrups — a common counterfeiting tactic, or even
the geographical origin, by means of identification of endemic pollen species found in the
sample.

Melissopalynology » As exposed, it is the oldest and the most | - LT 20,
essential tool globally used to determine the floral source of honey, 3 "
and even the geographical origin, upon which the bees foraged to
produce honey (because each flower species has its unique pollen ; ok
grain). The official manual technique consists of diluting a sample of . O d’;?
raw honey partly warm water and alcohol, centrifuge it, and the @ c O ©
resulting residue examined under a light microscope at 400X. A trained =
specialist (often practicing during years) manually inspects the whole O Om, A

glass slide area to detect, identify, and count all the pollen grains within the concentrated residue.
There are 3 different types of “particles” that can be found: i) dirt and honeydew elements (bee’s
parts, spores, fungal hyphae, parts of plants, sugar crystals, etc.), ij) countable pollen grains (those
that come from nectariferous plants) and iii) non-countable pollen grains (those that come from non-
nectariferous plants). Dirt, honeydew elements and non-countable pollen grains must be recognized,
but dismissed from total counting, while the countable pollen grains are classified and considered for
concentration counting. The expert must count, at least, 500 countable pollen grains in the sample to
finish the analysis. The resulting concentration of the specific botanical floral source is obtained as:
number of specific pollen grains of the predominant floral source, divided into the total number of
countable pollen grains found.

As can be appreciated, the pollinic analysis is an essential and useful tool within the honey
industry. However, conventional pollen identification/counting by visual inspection with light
microscopy proves complex, time-consuming, exhaustive, and cost-intensive:

X It leads to long experimental times and cost-intensive workflow, due to the very low processing
speed. Considering both, the sample preparation and the pollen grains identification and counting
with the manual microscope, the pollen analysis requires intensive human labour (around 1 -
1.5 hours per sample).

X The honey sample analysed usually presents many different pollen types, as well as small pieces
of plants, parts of bee’s wings, etc... In consequence, the melissopalynologist should have wide
expertise to conduct this complex manual test. Only the largest players in the honey market
can conduct these tests at their premises, because there is a critical lack of trained staff, so they
are difficult to find/hire.

X Thus, most of beekeepers and honey traders are often forced to externalize this service to
the few specialized laboratories that have melissopalynology experts, mainly Eurofins,
Quality Services International, and Intertek. The price paid per sample for the analysis is
between 40 and 80 € (depending on the laboratory and country). A medium honey packer can
typically perform 200 - 300 tests per year, while a large honey cooperative often requires
more than 1,000 analysis. Apart from being a capital-intensive subcontracting, honey samples
must be First sent to the labs, so the reported results are not received until 1-2 weeks later,
thus negatively impacting on their business, and on the honey processing chain during the mixing
step.
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X Last but not least, the overall assessment of the pollen analysis strongly depends on the
technician’s skills and experience, as well as the time invested in the cell-counting step, thus
affecting the final conclusions for the honey and test reproducibility. In addition, the results
are subjected to human error. As an illustrative experiment, our team sent a sample of the same
monofloral honey to 4 different well-known laboratories, and the results obtained on pollen
concentration for the predominant floral source presented a deviation above 25% from one to
others.

Wwith Honey.Al [www.honey-ai.com], we aim to
automatize the tedious work of pollen analysis for
honey's Floral source authentication with higher
accuracy, using artificial intelligence and an loT
robotized low-cost microscope. Our affordable solution T
standardizes the pollen counting measurement, reduces
time, allow on-site real-time measurements, increases Q’ '
reproducibility/repeatability of results, and immensely ‘4
ﬂ ~

H. NEY.AI

reduces human dependency. Honey.Al economically
incentivise the production of genuine honey products, and

potentially assist beekeepers to increase their economic -
margins (which would indeed indirectly be a support for -

bee populations).

This first functional version of Honey.Al device, developed in 2022, still had specific limitations
that we aimed to solve. With VEDLIOT Project we have been able to complete different
milestones that we had in our development and commercialization roadmap:

v Incorporate two new Functionalities to HoneyAl: colour assessment & starch detection
v Expand datasets for pollen recognition and other particles

v Migrate to the edge the improved particle detector and classifyier and assess different
edge devices.

v Improve inference time on the edge, accuracy of predictions and lead time per test
v Refactor the whole architecture and coding of APP, API, & AWS GPUs (queues system).

v Design and build a new prototype to be tested in the project with Jetson Nano and Jetson
Xavier.

v Assess other different applications for HoneyAl, aside of the honey industry.
v Update the exploitation and commercialization strategy.

within this document, we have included first the overall architecture of the soluion, then the
description of the work done in the project, and how we have specifically used VEDLIoT tools to
carry out specific tasks to facilitate decision making and improve performance.

The new version of Honey.Al has been conceived including Edge-Computing technology
integration, adapted fFor small/low-powered devices, coupled with an internal processor and
a touchable screen.
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The APP still is the main user interface of Honey.Al, displayed on a 5-inch capacitive touch screen,
and running on the SBC, which makes the device completely autonomous and does not depend on
the external user's computer.

So, the existing Al pipeline BEFORE the project was:

1. Automated HoneyAl microscope automously scans the glass slide with the honey sediment in
X-Y area, and also in the z-planes, in order to obtain the most focused images. There are 19
planes, of 2um difference.

2. The pictures with empty contents (no particles) are dismissed with a simple OpenCV library that
performs a first basic pre-filter.

3. The other pictures are processed, in the edge, and those images containing pollen grains are
upload, through our API, to S3 Bucket in AWS.

4. The Al module in AWS cloud is mainly based on Convolutional Neural Networks architectures
that were built in TensorFlow.

a. the first modelis a pollen detector, which detects the regions with pollen grains and feds
them into the next pipeline. This double-step was established because in the edge had
not enough accuracy (F1-score around 85% on validation set), so it was agreed to include
a second pollen detector step in AWS to discriminate pollen grains from dirt, crystals and
other particles as principal outlyiers. In this case, the accuracy increased to acceptable
values.

b. second and third models deployed in AWS are specialized in two specific pollen species
recognition:

i. First, the target pollen specie, which is the one that user specifies as monofloral
honey. There is one different model trained for each specie of pollen desired.
Depending on the honey chosen, specific models are loaded.

ii. Second, to discrimante those pollen grains coming from nectariferous plants or
polliniferous plants. It isimportant to Further classify all pollen grains that are NOT
target pollen into 2 families: nectariferous and polliniferous. This is because when
providing the user with the concentration of the target pollen in the honey sample,
itis calculated on arelative value only to nectariferous species. Poliniferous species
are not considered in the global counting.

The Deep learning models are required because : i) the pollen is three-dimensional and
its shape is not symmetric in all its Faces/axis, and ii) there are many pollen specimens
sharing very similar morphological features.

5. Atthe end of a test, users receive a Results PDF at their inbox mail. The API also communicates
with a MongoDB database where all the Results PDFs are stored, so the user can review and
download the files on the Clients’ Platform, the communication tool we use to coomunicate
with the end-users. Our clients, through their user account within the web platform are able to
check a historical archive of samples tested with results and a communication centre for the
results received.

The overall lead time of a test is usually between 20 minutes and 2 hours. The lead time of an

analysis is so variable due to the “criteria” defined by the DIN Directive for pollen analysis which

stablishes that: pollen analysis is considered as correctly completed only once the expert has
counted, at least, 500 pollen grains, which at least 400 of them are from nectariferous species.

Also, in order to assure a good homogeneity of the sample in the glass slide, our API also include

a third condition, in which, at least, 100 locations (XY positions) must be scanned before finishing

the test.
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So, for low concentrated honeys, and/or with low nectariferous content (infra-represented
species), the finish criteria requires to scan a very large percentage of the glass slide, and most of
the pictures are empty or without pollen grains. The percentage of these low concentrated honeys
is significant. And our current customers, obviously, they want to decrease lead time per test. In
consequence, this is the main reason why the particle detector and classification must be migrated
to the edge within the microscope, basically to avoid sending thousands of images to the cloud.
The benefits of edge migration are:

v Reduced lead time per analysis

v Reduced computing needs in AWS, so economic savings for us

v New honey analysis included in the local APP, processed with Edge GPUs, without the need
to create AWS instances in the cloud: no costs associated for us and faster results for the
user.

v For remote locations, with low bandwith, better overall satisfaction of users.

v And last but not least, if the microprocessor is independently connected to WiFi, to
autonomously upload the pictures to the cloud, without the need of user’s laptop, then
HoneyAl becomes a standalone laboratory equipment which do not depend anymore on the
OS it has, the antivirus, the firewall, the power speed, the administration permissions, etc.

The overall objectives of Honey.Al VEDLIoT Project were:

Understand VEDLIoT technology and get familiar with the different tools available.

Adapt Honey.Al's current system to the new architecture and mechanical requirements to
integrate Jetson Xavier as additional different edge device.

Re-code the APP to make it compatible with the new acquisition hardware and to compile in
the new ARM architecture, as well as change the GUI to make it usable without a full OS running
in the background (functions to configure, WIFI, network, OTA updates, power control etc.),

Adapt our Al pipeline to the new improved pipeline to be further deployed in the embedded
hardwares and compare different results using Kenning and EmbeDL.

Migrate the particle detector and classifyier (not only pollen, but include all particles of
interest) from current AWS cloud computing site to the specific HW selected, after detailed
benchmarking done of the different alternatives available. Also integrate the colour and starch
functionalities and new categories of “particles”.

Design, manufacture and assamble a prototype of Honey.Al 2.0, commission, test it in real
operational field and assess its performance with the different edge devices and models.

Update exploitation strategy and carry out specific market-oriented activities.

As a general description, this is the architecture of our current solution:

Scanning light microscope with a digital camera [the Al-powered loT device] » Honey.Al
is a standard commercial low-cost microscope coupled to a digital camera. It includes a
robotized sample stage, built with three integrated high-precision stepper motors for X-Y-Z
translational movement (2 micron precission), and a camera that take thousands of pictures per
analysis. The main structure of the equipment is built from a commercial trinocular light
microscope.The pollen analysis quantifies pollen concentration; thus the microscope must be
capable to “scan” the glass slide area at 400X where the honey sample is spread. The pollen
grains are three-dimensional and its shape is not symmetric in its faces/planes, thus the optics
of the system needs to “focus” the image at different planes, so moving in Z plane to focus. It
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includes a self-designed control PCB that is the responsible of controlling the 3 stepper motors
(one for each axis) and the switches to calibrate the zero coordinates.

Control APP » Through the HMI of a C++ application (that has been migrated from desktop
application to the edge processor), the application oversees the communication and movement
control of the positioning system (motorized axis in XYZ with precission of microns), which
includes the board, as well as SDK communication with the digital camera. This APP also
controls the communication with the cloud, using our API. This APP has complex routines to
allow the autofocus, the glass slide scanning, and also now the Al edge processing particle
detection and classification. This APP also includes a calibration protocol, and a simple OpenCV
filcer to dismiss “empty images” with nothing.This APP has been coded in C++, using QT
framework, OpenCV for specific image processing (segmentation algorithms and contour
analysis) and openSSL to secure the connection with the cloud.

The API » The API is the brain that receives and controls the test execution, delegating the
analysis to the platform workers, and recovering the distributed computations to compute the
pollen concentration (the system is flexible to accept other types of test apart from pollen
analysis). The platform workers are Amazon EC2 instances that are created on-demand by the
API. The API uploads the images to S3 so that the EC2 instance can process those images and
return the number of pollens detected of each type through the API. The communication
between the API and the worker was done before VEDLIOT project through a AMQP Broker,
specifically RabbitMQ.

The Al complete pipeline » Before the Project, as previously presented, the whole analysis
was done in two different levels of GPU computing: a simple pollen detection step was already
prepared to be done in the edge (with a Jetson Nano) and further pollen classification (with
more than 25x2 models) was deployed with cloud computing with AWS GPUs on demand.

1. Before the Project, there were a filtering step in the edget in which it was identified in the
picturesif notincluding pollen or honeydew elements, to further erase them and not uploading
them to the cloud. Depending on the sample analized, empty pictures are between 10 and 60%
of total. The Ffirst basic Project we did before Vedliot, was to migrate the pollen detector to
Jetson Nano. However, our team developed a simpler model converted to TensorRT. This pre-
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filter applies to every image obtained with the microscope within an analysis, including
between 1k and 25k pictures, depending on the area of the glass slide scanned, although the
average is 4k-8k. The threshold in this pre-filtering step is considered significantly low, to allow
“doubtful” particles to enter into the pipeline.

2. The images that present pollen or honeydew elements that have been detected in this Ffirst
Edge step are upload to the cloud and send to a second detection step, to eliminate the errors
from the edge model.

3. These images, are now processed with two different streams.

Within this step 3, the decision about if the pollen grain is target or not it is based on thresholds
scoring on confidence. Otherwise, it is further classified as pollineferous or nectariferous.

This pipeline is so complicated and innefficient because when the development of HoneyAl
started by 2020, just with a very basic PoC, the database of pollen species that we had was
extremely low, so detection and recognition had to be done in different steps instead on a large
multiclasse (there are more than 300 species with honey market interest, only in EU).

Within this VEDLIoT Project, the pipeline has been evolved to an optimized more efficient one,
eliminating replicated step and enhancing accuracy and processing times.

The work done, and fFurther explain in section 4 is:

The pollen detector has been evolved to a particle detector and classifier. There are
additional particles in the Honey that have interest, not only pollen, so:

a. We have developed datasets for yeasts (different types) and starch (with and without
polarizer). Yeasts indicates fermentation and starch can be an indicator of fraud, so both
are very important. Also, in order to increase accuracy, we have included datasets for
“bubbles” and “dirt” as negative classes for the models.

b. We have evolved the simple detector to a 2-step particle-classification pipeline

We have eliminated the detectors in the cloud, and only classifiers for target pollen and
nectariferous/pollineferous are maintained.

We have migrated the whole pipeline to process high-resolution images, without any resizing
on size after being collected with the camera. Original image size in the new pipeline is 2048 x
1536, instead of 1024x1024.

We have developed 2 additional analysis for honey quality analysis, both run on the edge:
a. Starch detection analysis in honey

b. Colour PFund measurement: During 2023 we have developed an R&D project with
the Computer Vision Centre of Barcelona, who has helped us to improve and define
a Pfund colour grading analysis in HoneyAl to mimic the values obtained with a
Hanna Photometer (the gold-standard for honey sector). Our team already had
developed a model before, but was very basic and the average error was not
acceptable for commercial use yet. With this procedure, that we have migrated to
C++ and integrated in the APP, we are capable to: 1) measure honey colour and
confirm that fits botanical origin, 2) calibrate all the devices/cameras to obtain
pictures at standardized RGB and brightness level, 3) apply a correction filter step
to all the images taken with all the microscopes to reduce the variability between
devices and assuring a colour-agnostic Al dataset.

We have extended the datasets for pollen trained. Currently there are more than 75 species.
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We have refactored the architecture in the cloud and migrated to a Kubernetes elastic AWS
GPU processing.

Our team has worked in the electromechanical and firmware part to adapt the last version of
HoneyAl to completely adapt to new edge devices assessed (Jetson Nano and Jetson Xavier
NX 8GB)

Honey.Al corresponds to a clear 1oT system built from an automated scanning microscope
device, controlled by a specific firmware, and coupled with an artificial intelligence module
hosted on the cloud. Honey.Al provides a unique combination of the pillars of mechanical
engineering, electronics, computer vision, deep learning, biology, and food technology.

After concluding a deep assessment based on commercial price, stocks policy, HW size, GPU
computing capacity and CE compliance requirements of the different alternatives for the edge
architecture our team had previously selected Jetson Nano.

With the VEDLIoT Project we aimed to boost our AloT application in terms of performance, cost-
benefit ratio, usability for Al deployment and neural networks accuracy improvement.

With this project we have take profit of VEDLIoT tools to:
first analyzed the viability (performance and future price) of introducing yREC in HoneyAl
device

make use of Kenning to facilitate Al pipeline and decision-making on benchmarking and
dataset pre-processing

used EmbeDL to optimize the Al models and confirm the decrease on inference time on
the edge for the most complex models

and used the test beds available to expand the edge devices analysed: Xavier TX2
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4.1.1 Development of new datasets

At Sonicat we have been analyzing different options during the last months to better implement
dataset creatin with annotation platforms.

We have been assessing CVAT, Encord, and Darwin from V7. Different functionalities and releases
have been appeared this period but finally selected V7 to continue with our work. Up to know, we
have more than 75 species of pollen trained (nectariferous and pollineferous), and we have
expanded the current database of pictures to more than 180,000 images.
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Additionally, in order to to create the new functionalities, we have created the following datasets

- Dataset for yeasts, 1,200 instances, from different species potentially found in honey

- Dataset for starch grains with, and without polarizer. There are 4,560 instance without
polarizer and 4,560 with polarizer. See examples of both below.

- Improved the dataset of honeydew elements

- Integrated new dataset of dirt and bubbles. The inclusion of new species annotated as
negative classes has helped to increasy the accuracy of recognition capacity.

These new datasets have been elaborated at high resolution this time.
4.1.2 Development of starch screening functionality

As previously explained, starch particles are related with bad beekeeping practices, and also could
be related to adulteration with sugar syrups.

Standard honeys should not include starch particles. However, up 15% starch/pollen grains can be
considered as “usual”, because of beekeepers feeding the bees sometimes with sugars. However,
above 20% is a “warning”, and above 30% is not recommended to put the honey in the market.

There are 2 different tests included:

a) With polarizer - In such a case, the detection and recognition is extremely simple and it is
done with non-ML techniques. It is done autonomously of pollen analysis, because pollen
cannot be seen with the polarizer.
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b) Without polarizer-itis done during the pollen analysis, at the same time. As starch is now
also recognized within the main particle detector/classifier, it is possible to include the
relative concentration of starch within the pollen analysis functionality and PDF of results,
with a specific note for the users in case the concentration is significantly high.

The pipeline in the APP has been updated and the the functionality included, as well as HMI of the
APP. Also the PDF structure has been updated to include thise new information and introductory
note for clients.

4.1.3 Development of pollen richness information

In order to mimic all the information provided by official laboratories when they do a pollen
analysis, our team has also developed a new functionality to provide the client with the pollen
richness. It indicates the quantity of pollen grains counted in 10 grams of honey.

The sample protocol has been updated to be prepared with a micropipette instead of a Pasteur
Pipette to be able to better quantify the volume of sample spread in the glass slide, and the
specific counting of pollen grains per specific number of locations included in the pipeline.

The pipeline in the APP has been updated and the the functionality included, as well as HMI of the
APP. Also the PDF structure has been updated to include thise new information and introductory
note for clients

4.1.4 Development of colour functionality

During the beginning of 2023, our team has developed an R&D joint project with Computer Vision
Centre of Barcelona.

After 3 months of development, and a dataset of more than 250 honeys analyzed (done by Sonicat
Systems) with the microscope and the Hanna Photometer, the overall solution is integrated.

The overall algorithm developed in Python to calibrate the microscope and to measure the values
has been migrated to C++ and integrated in the pipeline. The pipeline in the APP has been updated
and the functionality included, as well as HMI of the APP. Also the PDF structure has been updated
to include thise new information and introductory note for clients.

Honey Al . X

Crystals Pollen Yeast

Honeydew Color & Conductivity Config.

HCNEY.AI
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4.2.1 How we have used Kenning

One of the most important tasks in our pipeline was the selection of the model to be used for
classification step on the edge. It would have been very cumbersome to test different models on
different hyper parameters without the help of a proper pipeline.

After doing the initial tests we decided to go with EfficientNet model as it was the model which
gave us the highest accuracy. The next step was to decide the variant of efficientnet model for
which we took the help of Kenning pipeline and understand in depth various trade-off before
finalizing the model. We tried and tested the following modules for Kenning:

Dataset » Dataset module was created using the Kenning pipeline. Our dataset consists of
cropped images (results from the detector), which consist of 5 classes : HDE, Starch, Yeast, Pollen
and Dirt. Analyzing, splitting and pre-processing the dataset was done in this submodule.

ModelWrapper » Using this module, we were able to define the model architecture and also
specify the i/o specifications for the model for loading the model later. We had total of 3 models
which we wanted to test

ModelCompiler » In the model compiler part we converted the trained models into tflite int 8
format and also converted the pytorch model (which was compatible with embedl) into onnx
format. The conversion was seamless and very easy to use.

Though we had a problem because our pipeline is on tensorflow 2.4 (Jetson nano supports Cuda
<= 10 and tensorflow > 2.4 needs Cuda 11), and while converting with tensorflow 2.4 we got a
get_signature_runner error while converting it into tflite. However we changed our pipeline to
higher version of tensorflow and this error was fixed.

ModelRuntime » Using this class we loaded the tflite/onnx model, performed inference on native
machine and also on the three hardwares and obtained the performance benchmarks.

Finally we used the render report functionality to get all the detailed reports summarized from
the performance benchmarks and also to get an accurate overview of the comparison between
different models.

For the initial hardware testing, we tested the int8 tflite models on three hardwares, Jetson Nano,
Jetson Xavier and TX2 models. We mainly wanted to get an idea of how fast the models were
running in the models the model which we were going to deploy as the final version.
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The accuracy vs trade off graph model is given below tested against the three hardwares:
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4.2.2 How we have used EmbeDL

After the analysis carried out with Kenning we were able to determine that for our use case
efficientnetB-1 would be the ideal model to carry out training and also test Embedl.

The following steps were carried out:
We migrated our training and inference pipelines to pytorch, (asitis supported by embedl).

First using the training module we trained a classifier with early stopping and patience as
3 (To get a Fair comparison between the two models).

The trained model was then converted into onnx model using the Kenning pipeline.

The onnx model obtained was then tested in the three hardwares and the performance
metrics was noted down.

The trained model was pruned using Taylor pruning of Embed|. Two models were obtained
one pruned at 0.95 and the other at 0.85.

The pruned models were again trained with early stopping and patience set as 3.

Steps 3 and 4 was repeated.
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Initially the two pruned models were taken and tested for its accuracy on Jetson Xavier. As we can
see with pruned model 0.85 the accuracy is lowered, but with 0.95 we can see a slight increase in
accuracy.

Accuracy Tradeoff with Pruning
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4.2.3 How we have used the Test Beds and edge hardware

Within the project, at the proposal stage, one of the ideas was to integrate yREC platform within

the robot to be able to paralelize different steps and decrease lead time. The initial idea was to
combine a Jetson device with a FPGA or a TPU accelerator.

However, after assessing potential solutions, and also assessing the commercial price of UREC
platform coupled with the increase in price in Jetson devices, overall made the technical solution
not economically feasible for our business case. Our target customers cannot afford so significant
increase in price for the device. Furthermore, the overall improvement on the lead time would not
be significant, since the analysis is limited in time by the mechanical speed of the motors and the
acceleration/deceleration of each movement done.
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HoneyAl does not work on video, but on pictures. And they must be extremely focused to ensure
a good recognition precission, thus the microscope system must be completely stopped before
taking the pictures. At this stage, only working with Jetson devices on the classification side, the
use of further hardware integrated within yREC platform makes no sense for our solution.

4.3 Manufacturing, testing, and commissioning

Within this project, there have been 2 different versions of HoneyAl to be tested with real analysis,
integrating different devices. The Jetson Nano development kit and a Xavier NX 8GB module with
a carrier board from another module.

Due to the larger dimensions of Jetson Xavier, it was required to adapt and adjust the CAD
drawings to be able to enclose the Al-powered embedded device.

The mechanical components were re-designed and drawings obtained to purchase new parts and
manufacture a new prototype for this project. Also within this project our team has analyzed
different suppliers, engage new partners, and agreed on better conditions. Different materials
also for the custom modules have been assessed.

The new prototype of HoneyAl has been manufactured and commissioned and tested in-house
and validated all ubsystems interconnected.

Sl
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So, the total time is 1,302 secs per location. Considering 400 locations for instance as average, and
the average of 8 particles per location, the result would be 8,7 minutes. However, the device is
still limited on the hardware/APP side, which crearly is limiting decreasing the overall lead times.

The overall conclusions are that the Al pipeline can be still improved without impacting on the
whole lead time due to the fact that the mechanical movement and image acquisition of HoneyAl
is the limitant part, since it is required 14-18 minutes to cover 100 locations, which is the minimum
locations to be covered, while Al would require around 9 (considering average values!).

There has been a significant increase in overall accuracy of the device with the improvements
implemented and the new Al pipeline considered. There is still room for improvement by
considering additional image processing steps on the edge.

On the other hand, our team is already focused into trying to reduce the operational time required
by the APP and the mechanics, mainly based on developing a solution to allow reducing the
number of planes to be captured when the location is empty, or when the pollen grains have been
already effectively scanned. Also, it will be required to analyse in detail if 19 planes are required
or can be reduced.

Honey/pollen Lead Time (min) Result Manual counting  Difference (%)

1 Sunflower 31 41,74 51,8 10,06
2 Sunflower 20 60,5 62 1,5
3 Sunflower 32 40,88 37,79 3,09
4 Sunflower 32 42,08 43,4 1,32
5 Sunflower 35 52,3 55,4 3,1
6 Sunflower 24 46,25 44 2,25
7 Sunflower 18 29,1 26,7 2,4
8 Sunflower 18 57,45 53,12 4,33
9 Acacia 65 18,93 20,3 1,37
10 Acacia 72 28,6 33,6 5
11 Acacia 54 49,86 61,49 11,63
12 Acacia 74 13,45 30,5 17,05
13 Acacia 85 22,02 24,67 2,65
14 Acacia 84 21,32 16,1 5,22
15 Acacia 71 26,97 33,74 6,77
16 Acacia 75 36,49 30,69 5,8
17 Rosmarinus 44 8 7,2 0,8
18 Rosmarinus 45 8,72 6,7 2,02
19 Rosmarinus 38 11,28 5,2 6,08
20 Rosmarinus 39 13,23 16,5 3,27
21 Rosmarinus 29 51,8 48,7 3,1
22 Rosmarinus 35 16,7 30 13,3
23 Rosmarinus 49 3,23 54 2,17
24 Rosmarinus 32 21,7 27,65 5,95
25 Rosmarinus 31 16,95 31,96 15,01
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1,27
8,33
1,02
4,02
9,23
0,11
6,51
0,11
1,99
2,08
33
1,94
6,45
0,94
1,1
2,77
3,37
5,09
0,01

1,25
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5.2 Colour functionality

Version 1.0
34 29,7
37 11
50 4
58 6,18
41 14,54
98 4,54
46 22,3
57 28,74
38 44,88
95 3,76
62 38,16

27,62
8,08
3,53

2,6
6,02
0,59

14,68
17,2

40,88

1,1

32,6

2,08
2,92
0,47
3,58
8,52
3,95
7,62

11,54

2,66
5,56
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The colour functionality has been tested with real samples in order to analyze the error compared
to HANNA photometer. Overall the performance has been very good and the average error is
below than the limit initially defined (+5 PFund).

21

0 0 0

1 1.4256 0.4256

2 1.4232 0.5768

3 0 3

6 8.5283 2.5283

8 2.999 5.001
16 21.0727 5.0727
16 12.8576 3.1424
19 18.383 0.617
22 25.6415 3.6415
26 27.0658 1.0658
30 31.609 1.609
36 39.7368 3.7368
40 32.8042 7.1958
43 41.3087 1.6913
58 59.8944 1.8944
60 61.0875 1.0875
64 66.9238 2.9238
67 74,3522 7.3522
74 74.3774 0.3774
77 74,2208 2.7792
78 90.4063 12.4063
80 93.143 13.143
86 71.5554 14.4446
95 96.2228 1.2228
108 111.7706 3.7706
113 114.8508 1.8508
119 115.7406 0.7406
123 118.908 4.092
135 133.058 1.942
137 134,844 2.156
142 138.0611 3.9389
150 150 0

ERROR MIG 2.5283
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6.1 Dissemination/communication/marketing/exploitation activities

6.1.1 Fairs and congresses and events

Since June 2022, our team has attended different events/congresses/fairs to disseminate and
communicate HoneyAl. A list of them:

Communication of VEDLIoOT Project selection on the news tab

Oral presentation in Apimondia 2022

.f?

Honey.Al is presented at the Pastrana 2023 International Beekeeping Fair
Honey.Al participated in the Meliza 2023 Beekeeping Fair

HCNEYAI
Andlisis de calidad en miel

in-situ, automatizados
y en menos de 1 hora

| © i,

St o s
. e n e e
0 3 i i
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Webinar for #FNAP [Federacdo Nacional dos Apicultores] in Portugal

Press release — HoneyAl appears in many digital newspapers

LAVANGUARDIA

La catalana Sonicat Systems desenvolupa un
microscopi digital amb IA que analitza la mel

AGENCIAS

ACN Barcelona - L'smpresa catalana Sonicat Systems, amb seu a
I'Hospitalet de Llobregat (Barcelonés), ha desenvolupat un
microscopi digital amb intel-ligéncia artificial que analitza la
mel, i de manera automatica en determina |'origen botanic i
valora la seva qualitat. La tecnologia es basa en un software
pioner al mon que, a partir d'una base de dades interna de més
de 180.000 imatges, quantifica el perfil pol-liclinic de la mel
sense practicament requerir la intervencié humana i aixi
garantir el correcte etiquetatge. Sonicat Systems ha comptat
amb el suport d'ACCIO, per mitja dels Cupons d'Indistria 4.0,
ajuts destinats a la implantacio de noves tecnologies en
processos industrials, segons el Departament d' Empresa i
Coneixement,

Oral presentation within the final event of Qualify European Project (invited by the
Catalan Government to introduce HoneyAl as an example of Al-powered devices for fraund
inspection in agrifood products.

6.1.2 Website

During 2023, we have updated the contents in our website to better explain the new
functionalities of colour and also mentions of the starch. It has been included within a new
“technology” tab in which the contents specifically describe the different analysis available with
our system, the benefits of using them, and an example of results.
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@ env My account l
H N E Y. AI Technology Pricing Orders About us Nev
Al-POWERED HONEY ANALYSIS
Honey Al as a whole Conductivity
Pollen Analysis Honeydew Analysis
Crystallization Degree Your Custom Application L
PFund Colour Grading Diagnosis of bee diseases
Yeast Counting
.9/

#
»

The first intelligent microscope to

perform on-site automated
honey quality analysis. o {
Want to know more? Make your order! Q

. o

We have also included a Newsletter API on our website, of Mailjet, to allow potential customers
to subscribe to HoneyAl updates.

6.1.3 Logos

Within our policy of one-stop-shop for the device, the tagline of our logo has been updated, in
order to introduce the idea of “different analysis in honey”, not only pollen.

Old tagline: Automated pollen analysis

HCNEY.AI

AUTOMATED POLLEN ANALYSIS

New Tagline: Al-powered honey analysis

HCNEY.AI

Al-POWERED HONEY ANALYSIS

24 OC_HoneyAl
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We have also developed a logo for the other application that we are developing: FermentAl.

The overall concept is to keep the same typography, as well as the microscope icon (adapted to
specific application).

FEerment.Al

6.1.4 e-shop integration

Thanks to a national small funding grant (Kit Digital), we have been able to subcontract a specific
firm to integrate a wordpress woocommerce section for e-shop in our website.

Our team has prepared the pictures, contents, graphical design and preliminary information. The
e-shop allows buying credits, and consumables. It is private, specifically conceived for the HoneyAl
registered clients.

0 # e-shop.honey-ai.com/categoria-producto/repuestos/ 2 Y e & 0O

H N E Y. A I Consumibles Productos Repuestos

Al-POWERED HONEY ANALYSIS

Mostrando los 6 resultados Orden por defecto v‘

€553.00 €36.00
€4.00 €125.00

Anadir al carrito Anadir al carrito
Anadir al carrito Afadir al carrito

6.1.5 Promotional videos and Instagram profile
We have developed commercial videos of HoneyAl:

Promotional video: https://www.linkedin.com/showcase/82698416/admin/

Crystallization application: https://www.youtube.com/watch?v=sRmgsA5FCpl
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We have opened a Instagram profile (Honey.ai.miel) to get closer to potential users and better

explain how Al works in our device.

Instagram.
@ reo

Q disquees
@ toox
© sees

YV verses
Q Natrcacenes
oo

@ ren

L am— )

pucacones  PMsegucores 357 sepuons

et A 1 pmr miccncago | Anki e

Cémo hacer
# un Analisis

6.1.6 Publicity in beekeeping journal
HoneyAl has been featured in the most important beekeeping journal in Spain: Vida Apicola:

| sino la funcion
los servicios

que cambiar en
y de manera
Umos quimicos
cidas) matan

nuestras abejas, y, en genaral, toda 1
de insectos poll 3
que estdn desaparociondo, Y, con ello,
se altera la cadena trofica y acaba
afectando a muchas mas especies, por
ejemplo, las aves. Una bomba mas de
relojeria a nivel ecoléaico,
En todo lo relacionado con |a
polinizacion de cultivos, siempre
vamos a priorizar que los productores
Ppaguen por servicios profesionales de
polinizacion al apicultor.

£Tendré consecuencias positivas en los
jovenes apicultores?

Eso espero. Uno de los primeros
P al que nos los

administraciones locales, de Castilly.
cha y a nivel nacionar

Toda ayuda ser4 bien recibida, Este
banco de tierras ng tione per que
ser, necessriamante, de propiadades
Privadas. Asi que, por ejiemplo, fos
ayuntamientos podrian inseribir sus
terrenos de monte, ¥ facilitar, asi
actividad aplcols en sus municipios

Necesitamos ayuda pars 14 difusion
de la idea, porque yo 50y tan solo un
Pequefo emprendedor, y aprendiz. As
que, cualquier eco de esta iniciativs es
bien recibido,

la

nuevos apicultores es dénde poder
instalar nuestras primeras

Para mas
Tel.: 656 64 79 87

¢Qué respuesta espera de las

idas@gmail.cor
bancotierrasapicolasagmail com
www.colmenascomparticas com
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6.1.7 Pricing update

The pricing stretagy has been updated since the proposal stage. Now, there are only 2 revenue
streams, not 3, specifically:

Sale of the device upfront, at 4,800 euros (both, the version with and without Jetson
Nano), including also all the reagents, glass slides, lab materials, centrifuge and remote
installation & training.

Pay-per-use, with a “credits” policy. The client buys a package of credits in our e-shop. The
more credits they buy upfront (one year to use them), the higher the discount they get per
credit. Then, the client can use the robot, so every time a test is conducted, the number of
credits are discounted.

HC NEY.AI

AUTOMATED POLLEN ANALYSIS

To be able to use our Al system, it must be coupled with our Honey.Al automated microscope.

Pricing combines both, the equipment and its further use:

Get discounts per volume!
100 credits —150 €
300 credits —400€
500 credits —550 €

500 credits —800 €

2de S LGN 3
. 3 1000 credits —900 €

NO PERMANENCE!

|
Pollen Analysis(+ yeasts) - 8 credits NOIMEINTENHEE CO- ot

4,800<€ + SHIPMENT

Yeasts counting - 5 credits NO MINIMUM USE!
It can be still used as manual Pfund Colour - 2 credits
microscope for other uses. The Ccivstallizatioh D — PAY-PER-USE ONLY
prices includes the control APP for rystallization Degree -2 credits
the laptop and the Conductivity - O credits

installation/training (fully remote)

A new business model will be tested after summer in which a large discount (up to 50% discount)
is negotiated with the client if they commit on a minimum subscription model per month, starting
from 20 pollen analysis, at 8 credits each.

6.2 Suistanability

6.2.1 Sales and funnel

The commercialization of HoneyAl started by February 2023, in which our team initiated the
commercial actions.

The version that we are selling now does not include yet the edge version, due to two reasons:

First, due to the problems with stocks and increase in prices of the embedded device.
NVIDIA suffered shortages of components so was difficult and expensive to receive
devices at acceptable prices. Also, our team still was waiting for final conclusions of this
project to decide on the ai-powered embedded device to integrate in HoneyAl.
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Second, the current version of the C++ APP is coded with Qt framework. We are using the
open source option, since we only use specific basic libraries and we do not communicate
the use of Qt framework and allow the user to easily access and modify the code. However,
if migrating to the edge, it is not easy to allow the users to access the code, and also we do
not want them to be able to access the classifier models for particle recognition. After
several discussion with Qt sales team, it was decided to eliminate Qt from our APP (license
is pay-per-device model and very expensive) and migrate to HTML5 and CSS for HMI and
Neutralino for servers. It is planned to be done from September to November 2023.

Currently, there are 6 paying customers, and 4 additional clients under conversations. One of
these clients is the central laboratory of la Xunta de Galicia, the Spanish Government of Galicia
Region, managed directly by the Spanish Ministery of Agricuture, fishery and food.

We have already clients in Romania, Norway, Cyprus, Spain, Lebanon, Denmark and Saudi Arabia.

In addition, we have started to offer also external services as Al-powered laboratory, so the honey
stakeholders can send us their honeys and our technicians process the samples and send the
results at affordable price and short delivery times.

6.2.2 New name, and other applications

Sonicat Systems was the company name defined when started its activity by developing
processing machines with high power ultrasounds.

However, we have recently pivoted and centered our activity in the automated microscope and
the Al platform. In that sense, we have decided to change company’s name and recently done by
315t July.

New name is Microfy Systems. Has been already registered, and the logo designed, in line with
our corporative image for Honey.Al and Ferment.Al.

Micr¢ fy.Al

And the icon:
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6.2.3 Funding and loans and grants

Our team is working not only on commercial sales and marketing, but also on:

- Raising money - a seed round of 400k is being requested. Our CEO has joined different
events for startups and VCs, as ESADE BAN, SUPERNOVAS Event, DealFlow Agritech, etc.

- Requesting specific R&D loan - ENISA Agroinpulso in Spain, and IBEROEKA together with
a Argentina cooperative that aims to help us to create the datasets for their region.

- Grants - actively submitting othere proposals for cascade funding and grants. Currently
preparing an Eurostars, and 2 cascade fundings. In addition, we have been recently granted
with a Mind4Machines cascade funding and DREAM cascade funding. The last one is to
implement the multi-classe models, to be able to provide full spectrum of pollen analysis
to clients.
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For 2023-2024, there are specific goals/objectives to be met:

v Increase accuracy P> Still there is the need to improve the accuracy of the predictions. Due
to the fact that the limiting time now is the hardware/mechanical/picture acquisitions, there
is still room to improve the Al pipeline both, in the edge and also in the cloud. Our team will
assess still other backbones and models to increase the accuracy and add additional image
processing steps and/or further DL models.

v Migrate the pipeline to multiclasse » As described on 4.1.4, the detectors have been
eliminated of the Al pipeline. However, there is still room to improve by evolving the current
architecture of target pollen individual search to a unitary multiclasse pollen classifier where
all the pollen species (per region) are considered. The multiclasse would be hosted in the
cloud, although we are planning to deveolop a specific version of HoneyAl in which we could
integrate the whole pipeline on the embedded device. This version would target those clients
located in remote areas with low bandwith, for instance those in Greece, where internet
connection is quite bad. Within this stage, we will keep working with Kenning and EmbeDL to
assess them.

v Expand Honey Database » Our intention is to go global. In that sense, it is essential for us to
increase the number of species trained in our Al-module. Also, for the multiclasse model is it
important that the model has been trained with all the potential classes that can appear on
the honey samples, otherwise the precission would decrease.

v Develop Nosema application » during the end of 2023, we will implement the specific
functionality of Nosema spores automated detection to diagnose Nosemosis in bees. The
Spanish Ministery is assisting us to develop the functionality and as soon as it is ready, we
already count with different clients that would invest in HoneyAl to carry out these veterinary
analysis. Can be done with the same robot, but using x60 magnification, and a specific
chamber similar to a hemocitometre.

v Develop other applications P As presented, our intention is to keep working on developing
the next applications according to the needs and requirements of the companies we are
collaborating with.

v Homologate Microval or AOAC »

The melissopalynology process is generally regulated by the official procedure defined into
the “Harmonized methods of melissopalynology” and also the DIN 10760, which describes the
sample preparation protocol and the classification and counting protocol for relative
distribution definition of each pollen specie in a honey sample.

The specialized laboratories that perform these analysis within the honey industry have been
previously accredited by the specific accreditation body of their countries, namely ENAC for
Spain, or DAkks for Germany. It is not a must to be accredited to sell services of
melissopalynology, but it's a good practice in order to generate trust among clients.

Honey.Al can be accredited, but it is very difficult to meet the criteria if you are not a
laboratory. Tthe overall method and the performance of the system can be certified according
to official organisms, such as Microval and AOAC.
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The procedure from AOAC from instance has 6 steps. Once approved, the method is awarded
a unique AOAC Reviewed and Recognized certification number. The Method Developer is
licensed to use the AOAC Reviewed and Recognized certification mark. The procedure has a
cost of 21k€, and pending to add the cost of the IL procedure.

Consulting Report & AN
App]lcahon .

Service m Review Certlﬁcatlon

Tvpicallv 6-12 months

MD = Method Developer; IL = Independent Laboratory
*Traditional, Alternative or On-Site Validation

Integrate e-billing and e-wallet » finally, we also want to integrate a real loT communication
with the device in which the client can perform tests on the stand-alone device and every time
that a test is done, with a token service, the unit connects with the e-wallet in the cloud and
automatizally discounts the credits from the e-wallet. Otherwise the analysis is not processed.
Now, this process is being done manually, but because the number of clients is still limited.
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The digitization of the gourmet mushroom production line has emerged as a
transformative approach to enhance productivity, efficiency, and quality in mushroom
cultivation. This project aimed to leverage digital technologies and intelligent
automation to optimize every stage of the production process. By setting up controlled
environment tents equipped with smart sensors, environmental conditions such as
temperature and humidity were closely monitored and controlled, ensuring an ideal
growth environment for the mushrooms. An image capture and storage system,
integrated with a Mask R-CNN [1] model, enabled real-time monitoring and accurate
detection of mushroom maturity levels. The implementation of a semi-automated
harvesting system further streamlined the production line, automating the precise
cutting of mature mushrooms. The project's outcomes showcased the potential of
digital technologies and automation to revolutionize the mushroom industry, resulting
in increased yield, reduced labor requirements, improved product quality, and
enhanced decision-making capabilities. As the world faces the challenges of food
security and sustainability, embracing digital solutions in agriculture becomes
increasingly vital. This project serves as a testament to the potential of digitization in
optimizing mushroom cultivation practices and paves the way for further
advancements in digital agriculture.
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The digitization of production processes has revolutionized numerous industries,
enabling increased efficiency, improved monitoring capabilities, and enhanced
decision-making. In this report, we present a comprehensive overview of a project
focused on the digitization of the production line for oyster mushrooms.

The primary objective was to leverage advanced technologies to streamline the
cultivation, monitoring, and harvesting of oyster mushrooms. The project began with
the setup of two tents within our workspace, where a specialized oyster mushroom
cultivation system was implemented. The tents were equipped with racks containing
square buckets, each filled with the necessary substrate for oyster mushroom growth.
To monitor the development of the mushrooms, three cameras were strategically
positioned within each tent, capturing images at regular intervals. These images were
then stored in a cloud-based system and made accessible through a dedicated website,
providing real-time updates on mushroom growth.

To enhance the monitoring process further, a deep learning model named "Mask R-
CNN" was employed. This model was trained to detect the maturity levels of the oyster
mushrooms by analyzing the captured images. Through extensive data collection and
annotation efforts, we amassed a dataset of approximately 34,400 images to train and
fine-tune the Mask R-CNN model. This enabled us to determine when the mushrooms
were ready for harvest, avoiding both premature and overdue harvesting.

We also developed two semi-automated harvesting systems (pneumatic and motorized)
to streamline the harvesting process. Throughout this report, we will provide a detailed
account of the entire project, covering the setup of the production line, the
implementation of the Mask R-CNN model, and the functioning of the semi-automated
harvesting systems.

Additionally, we will discuss the results obtained from our experiments and highlight
potential avenues for further improvements and future work. By leveraging advanced
digital technologies, we aim to demonstrate the significant benefits of digitization
production processes in the realm of oyster mushroom cultivation. The combination of
real-time monitoring, intelligent mushroom maturity detection, and a semi-automated
harvesting system holds the potential to revolutionize the industry, paving the way for
increased efficiency, productivity, and profitability.
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Gourmet mushrooms like Shiitake, Oyster and Enoki are either harvested in the wild or
grown indoors in controlled environments. Harvesting mushrooms outside is a
seasonal activity and thus limited to a few months per year. Moreover, it is a labour-
intensive process, and the changing outdoor conditions result in volatile harvests.
Furthermore, climate change further limits outdoor mushroom growing- and
harvesting opportunities [2] [3]. Indoor mushroom farms with controlled growth
environments allow for an all-year-round growing and harvesting of mushrooms in
sensor-controlled grow rooms and grow tents. However, it remains a labour-intensive
process that requires skilled workers [4].

MushR aims to introduce a modular and scalable gourmet mushroom growing and
harvesting system that extends the state of the art - which only monitors and controls
the growing environment - by introducing a novel image recognition system based on
Mask R CNN that detects when and which mushrooms are ready to be harvested in
combination with an automated mushroom harvesting mechanism, which will be
added in follow-up projects, for harvesting the mushrooms without human interaction.

The modularity and scalability of the system allow for industry-level usage where the
VEDLIOT edge devices are placed at the growing facilities and can be scaled according
to the required mushroom growing systems within the facility. As a result, MushR
drastically reduces the necessity of manual labour for gourmet mushroom
growing/harvesting and allows for further industrial-scale automation and increased
yields and quality of mushrooms.

In this project, we focused our study to a specific species of gourmet mushroom:
Pleutorus Ostreatus [5].

The project holds significant importance in the field of mushroom cultivation and
automation. By employing computer vision and machine learning techniques, we
aimed to provide growers with a reliable and efficient tool to determine the optimal
harvest time. This would lead to higher yields, reduced labor costs, and improved
overall quality of the harvested mushrooms.
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In this section, we will outline the methodology employed in the project, including the
setup of the mushroom growth environment in 2.1, development of reusable
mushroom pods in 2.2, digital twins for gourmet mushrooms in 2.3, machine learning
model for oyster mushroom maturity detection in 2.4; including data collection, data
pre-processing, annotation, model training, and finally the automated harvesting
systems in 2.5.

Throughout the project duration, we received considerable help and guidance from
VEDLIoOT partners Christmann Informationstechnik + Medien GmbH & Co. KG (CHR) and
EMBEDL AB (EmbeDL). Christmann Informationstechnik provided us with a VEDLIoT
M.RECS (micro-RECS) evaluation board which allowed us to perform early prototyping,
including testing our camera setup; des